International Journal of Research in Advent Technology, Vol.2, No.2, February 2014
E-1SSN: 2321-9637

Noise and Performance Analysis of Image compression
by Hybrid technique
(Neural Network combined with DWT)

Mr.Murali Mohan.$, Dr. P.Satyanarayaha
Associate Professor *, Professor?,

Dept. of ECE, SVCET, Chittoor,A.P.,INDIA" , College of Engineering, SV.University, Tirupathi, A.P., INDIA%
Email: muralimohan.vis.dsp@gmail.cont, satyampl@yahoo.con?

In signal and image processing techniques for pattecognition and template matching Neural netwaske significantly
used. In this work image compression is done byaleetworks. DWT is combined with NN for achiegibetter MSE and
increase in compression ration greater than 100Bbaf¢hitecture achieves maximum of 98% with uséoaf neurons in the
hidden layer, with selection of LL sub band onlg tompression is improved by another 75%. The degsigposed is suitable
for high resolution image compression to improwe plerformance of image compression algorithm.

Index Terms- DWT, Neural Network, Image Compression, Hybrid td@goe, MSE, Daubechies and Haar wavelet filters,
tansig and purelin functions.

1. INTRODUCTION used for transform coding of the image. Image
Image compression is one of the most promisingesiibjin - compression with neural networks byJiang [8] presents an
image processing. Images captured need to be swmred extensive survey on the development of neural nedvor
transmitted over long distances. Raw image occupiesnage compression which covers three categorieectdi
memory and hence need to be compressed. With thardk image compression by neural networks; neural nétwor
for high quality video on mobile platforms thereaisieed to implementation of existing techniques, and neuetiwvork
compress raw images and reproduce the images witmyu based technology which provide improvement over
degradation. Several standards such as JPEG200GMRE traditional algorithms. Neural Networks-based Image
recommend use of Discrete Wavelet Transforms (DWéF) Compression System bk. Nait Charif and Fathi. M.
image transformation [1] which leads to compressigth Salam [9] describes a practical and effective image
when encoded. Wavelets are a mathematical tool forompression system based on multilayer neural mksvo
hierarchically decomposing functions in multipletarchical The system consists of two multilayer neural neksahat
sub bands with time scale resolutions. Image cosgme compress the image in two stages. The algorithns an
using Wavelet Transforms is a powerful method tlgat architectures reported in these papers sub dividedmages
preferred by scientists to get the compressed imaghigher into sub blocks and the sub blocks are reorganied
compression ratios with higher PSNR valye$. It is a  processing. Reordering of sub blocks leads to Iohgck
popular transform used for some of the image cosgiwva artifacts. Hence it is required to avoid reorgatiazaof sub
standards in lossy compression methods. Unlikediberete  blocks. One of the methods was to combine neutalorks
cosine transform, the wavelet transform is not lesdrased with wavelets for image compression. Image comjoass
and therefore wavelets do a better job of handlingising wavelet transform and a neural network wagessted
discontinuities in data. previously[10]. Wavelet networks (WNs) were introduced
On the other hand, Artificial Neural Networks (ANNQr by Zhang and Benveniste [11], [12] in 1992 as a
image compression applications has marginally eeed in combination of artificial neural networks and waetel
recent years. Neural networks are inherent adagigéems decomposition. Since then, however, WNs have redeiv
[3][4][5][6]; they are suitable for handling nonstmaries in  only little attention. In the wavelet networks, thasis radial
image data. Artificial neural network can be emgldyith  functions in some RBF-networks are replaced by \etse
success to image compression. Image CompressiamgUsiSzu et al. [13], [14] have shown usage of WNs for signals
Neural Networks byvan Vilovic [7] reveals a direct solution representation and classification. They have erptiihow a
method for image compression using the neural mgsvé\n  set of WN, "a super wavelet", can be produced dra t
experience of using multilayer perceptron for imageoriginal ideas presented can be used for the assottof
compression is also presented. The multilayer péroe is  model. Besides, they have mentioned the big cormjmmeof
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data achieved by such a representation of WRb&ng [15]
has proved that the WN’'s can manipulate the nogalin
regression of the moderately big dimension of entitj the
data of trainingRamanaiah and Cyril [16] in their paper
have reported the use of neural networks and wevébe
image compression. In their work, the image is dguused

using DWT into four sub bands, and the neural ngtwo
compresses the individual sub band and hence Ilgcki

artifacts error is minimized in the reconstructetge. Image
decomposition using DWT into multiple sub bandsdteto

delay in compression, as the decomposition of integés to
multiple hierarchical sub blocks. In this paper prepose a
novel approach for image compression using wavelats
neural networks. The input image is decomposed fiotw

sub bands of LL, LH, HL and HH. Only the LL sub bais

further decomposed in hierarchical sub bands tinél sub
band size is 8 x 8. The sub bands after decompositsing
DWT are chosen based on information content arfidriker

compressed using multilayered neural network agchite,

thus minimizing the delay in compression.

Section 1l presents theoretical background on neura

networks and DWT. Section lll discusses the progasege
compression technique, section IV discusses thdtseand
conclusion is presented in section V.

2. NEURAL NETWORKSAND DWT
In this section, neural network architecture forage

The key element of this paradigm is the novel s$tmecof the
information processing system. The basic architectior

image compression using neural network is showfigure

1. The network has input layer, hidden layer angphatiayer.
Inputs from the image are fed into the network, clhare
passed through the multi layered neural networle ifiput to
the network is the original image and the outputiied is
the reconstructed image. The output obtained athitiden

layer is the compressed image. The network is fadhage

compression by breaking it in two parts as showthenFig.

1. The transmitter encodes and then transmits tieub of

the hidden layer (only 16 values as compared t@4healues
of the original image). The receiver receives aadodes the
16 hidden outputs and generates the 64 outputse She
network is implementing an identity map, the outptithe

receiver is an exact reconstruction of the originedge.

Receive &
Decode

compression is discussed. Feed forward neural mktwo

architecture and back propagation algorithm foming is
presented. DWT based image transformation
compression is also presented in this section. Cessfon is
one of the major subject of research,
compression is discussed as follows: Uncompresiskab \of
size 640 x 480 resolution, with each pixel of 8 (ditbytes),
with 24 fps occupies 307.2 Kbytes per image (frparer.37
Mbytes per second or 442 Mbytes per minute or Bh§tes
per hour. If the frame rate is increased from Z1tfp30 fps,
then for 640 x 480 resolution, 24 bit (3 bytes)ocw| 30 fps
occupies 921.6 Kbytes per image (frame) or 27.6 tetoyer
second or 1.66 Ghytes per minute or 99.5 Ghyteshper.
Given a 100 Gigabyte disk can store about 1-4 hotirggh
quality video, With channel data rate of 64Kbits/se40 —
438 secs/per frame transmission. For HDTV with X2280
pixels/frame, progressive scanning at 60 framds&Gb/s —
with 20Mb/s available — 70% compression required
0.35bpp. In this work we propose a novel architectiased
on neural network and DWT.

2.1. Feed forward neural network architecture for image
compression

An Artificial Neural Network (ANN) is an informatio
processing paradigm that is inspired by the wayobioal
nervous systems, such as the Brian, process infann{4d6].

Fig. 1 Feed forward multilayered neural networghdtecture [17]

aNGree layers, one input layer, one output layer ane

hidden layer, are designed. The input layer anguiutyer

the need foge 1,1y connected to the hidden layer. Compressio

achieved by designing the network such that thelminof
neurons at the hidden layer is less than that ofames at both
input and the output layers. The input image ist s into
blocks or vectors of 8 X8, 4 X 4 or 16 X 16 pixels.
Back-propagation is one of the neural networks Wwhace
directly applied to image compression coding [18][20].
In the previous sections theory on the basic atrecof the
neuron was considered. The essence of the neurabrks
lies in the way the weights are updated. The updatf the
weights is through a definite algorithm. In thisppa Back
Propagation (BP) algorithm is studied and impleraénihe
algorithm is applied for the supervised learningttlis a
“desired output will be applied to Neural ArchiteetuThe
target is represented ds (desired output) for th&" output
unit. The actual output of the layer is given &yThus the
error or cost function is given by [21]

1
E==(a’-d)? 2.5
2( " —d)
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This process of computing the error is called avéod pass. ]
How the output unit affects the error in title layer is given & i
by differentiating equation 2.5 kay

6E Ay \_i

. = (a -d,) 2.6

The equation 2.6 can be written in the other fosm a

0,=(a’-d)d(a}) 27 l M l l E

where d§) is the differentiation of the;. The weight update Fig. 2 DWT decomposition
is given by
Fig. 3 shows the decomposition results. The baripesge is
/70 2.8 first decomposed into four sub bands of LL, LH, &hd HH.
IJ Further the LL sub band is decomposed into fourarsub

Wherea, is the output of the hidden layer or input to thepands as shown in the figure. The LL component thas
output neuron angy is the learning rate [1]. This error has to maximum information content as shown in figuret® other

propagate backwards from the output to the inpbe & for ~ higher order sub bands contain the edges in theécakr

the hidden layer is calculated as horizontal and diagonal directions. An image oesit X N
P —d(at P is decomposed to N/2 X N/2 of four sub bands. Cimapthe
hiddenlaye — (ai )Z\Nij i 2.9 LL sub band and rejecting the other sub bands eaffitkt

Weight update for the hidden layer with n@w will be done  level compresses the image by 75%. Thus DWT askists
using equation 2.8. Equation 2.5 - 2.9 depend emtimber ~ COmpression. Furhter encoding increases compressiion

of the neurons present in the layer and the nurab&ayers | W i~ -.\ ;

present in the network. { !

2.2. DWT architecture for image compression

The DWT represents the signal in dynamic sub-band
decomposition. Generation of the DWT in a waveletket
allows sub-band analysis without the constraindgfiamic
decomposition. The discrete wavelet packet transfor
(DWPT) performs an adaptive decomposition of fremye
axis. The specific decomposition will be selectedoading ; . § ;
to an optimization criterion. The Discrete Waveleansform Fig. 3 DWT decomposition of barbera image into &iehical sub bands
(DWT), based on time-scale representation, provides

efficient multi-resolution sub-band decompositidnsignals.

It has become a powerful tool for signal processingd finds

numerous applications in various fields such asicaud 3. ANN WITH DWT FOR IMAGE
compression, pattern recognition, texture discration, COMPRESSION

computer graphics [22][23][24] etc. Specificallyetre-D  Basic architecture for image compression using aleur
DWT and its counterpart 2-D Inverse DWT (IDWT) play network is shown in the above figure 4. The inpoage of
Significant role in many image/video Coding appjmas size 64 x1is mU|t|p||9d by 4 X 64 Welght matrixesobtain
Fig. 2 shows the DWT architecture, the input image the compressed output of 4 x 1, at the receiver 4 is
decomposed into high pass and low pass componeirtg u decompressed to 64 x 1 by multiplying the compmsse
HPF and LPF filters giving rise to the first lewadlhierarchy. ~ Mmatrix by 64 x 4. The table in fig. 4 shows the poession
The process is continued until multiple hierarchime ratio that can be achieved by choosing the sizekidifen
obtained. Al and D1 are the approximation and bittars. layer.
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Fig. 4 Neural network based image compression

Prior to use of NN for compression it is requiredperform
training of the network, in this work we have uskealck
propagation training algorithm for obtaining thetiopum
weights and biases for the NN architecture. Basedhe

64 x 1 input matrixes, the checker block arisess Tone of
the limitations of NN based compression. Anotherjoma
limitation is the maximum compression ration whishess
than 100%, in order to achieve compression mone 10®%
and to eliminate checker box errors or blockingfasts we
proposed DWT combined with NN architecture for imag
compression.

3.1 Proposed Technique for Image Compression

Most of the image compression techniques use eitberal
networks for compression or DWT (Discrete wavelet
Transform) based transformation for compressiomréter to

OVErC | Network | Size of hidden | Compression
ome size Layer Ratio

;[i?r?itat 64-64-64 64 0%

ions | 64-32-64 | 32 50%

of NN | 641664 | 16 75%

archit 64-08-64 08 87.5%
ecture | 64-04-64 04 93.75%

in this 640164 | 01 98.5%

work,

DWT is used for image decomposition and an N X Mg
is decomposed using DWT into hierarchical blockg th
decomposition is carried out until the sub blockfisize 8 x
8. For a image of size 64 x 64, first level decosifion gives
rise to 32 x 32 (four sub bands) of sub blocksthier
decomposition leads to 16 x 16 (sixteen sub bandd)ich

training, barbera image is compressed and decoseutps Can further decamped to 8 x 8 at the third hierar¢he third

decompressed image.
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Fig. 5 NN based image compression and decompression

Fig. 5 also shows the input image and the decorspdes
image of coins image using neural network architect
From the decompressed results shown, we find tleeken
blocks error, which exists on the decompressed énag the
input image is sub divided into 8 x 8 blocks anarranged to

Figure 6 shows the decomposition levels of inpuadm of
Size 64 x 64.

LL LH LL LH LL LH LL LH
HL HH HL HH HL HH HL HH
LL LH LL LH LL LH LL LH
HL HH HL HH HL HH HL HH
LL LH LL LH LL LH LL LH
HL HH HL HH HL HH HL HH
LL LH LL LH LL LH LL LH
HL HH HL HH HL HH HL HH
Neural network type Transfer function
Hidden layer Output
layer
Linear network Purelin Purelin
Nonlinear network | Tansig or logsig Tansig |or
logsig
Hybrid network Tansig or logsig Purelin
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Fig. 6 Decomposition of image into sub blocks usdwy T

Sub blocks of 8 x 8 are rearranged to 64 x 1 blaok
combined together into a rearranged matrix sizehasvn in
fig. 6. The rearranged matrix is used to train tKBl
architecture based on back propagation algoritnnordier to
train the NN architecture and to obtain optimumohés it is
required to select appropriate images. The trainiegtors
play a vital role in NN architecture for image caegsion.
Fig. 7 shows the training sets for NN architecture.

E
;o o

Fig. 7 Trainin set for NN architecture

The NN architecture consisting of input layer, feddayer
and output layer. The hidden layer consists of nstw
function of four types shown in Table 1. Similathe output

layer also can be any of the four network functiohsis
required to choose appropriate network function.

Table 1 Neural network classification based ongfanfunction

Trainrp is a network training function used in thisrk that
updates weight and bias values according to thiierds
backpropagation algorithm (Rprop). Trainim may als®
used which is also a network training function thptiates
weight and bias values according to Levenberg @hgarbut
consumes more memory.

3.2 Proposed hybrid architecture

In this work, hybrid neural network architecture igrh
combines DWT with NN is used to image compressidre
hybrid architecture is discussed in [Ramanaiah @gdl].
The NN based compression using analog VLSI is piese
in [Cyril and Pinjare]. Based on the two differepdapers
neural network architecture is developed and igech to
compress and decompress multiple images. The DVE&dba
image compression algorithm is combined with neural
network architecture. There are several wavelétr§il and
neural network functions. It is required to choapgropriate
wavelets and appropriate neural network functidnsthis
work an experimental setup is modeled using Matab
choose appropriate wavelet and appropriate newwavark
function. Based on the above parameters choseHyhad
Compression Algorithm is developed and is showfign 8.

Fig. 8 Proposed hybrid algorithms for image comgies

Several images are considered for training the ortwthe
input image is resized to 256 x 256, the resizedgenis
transformed using DWT, 2D DWT function is used tbe
transformation. There is several wavelet functiomsthis
work Haar and dB4 wavelet functions are used. Tpiti
image is decomposed to obtain the sub band componen
using several stages of DWT. The DWT process ipp&td
until the sub band size is 8 x 8. The decomposédbsund
components are rearranged to column vectors; treareged
vectors are concatenated to matrix and are séeanput to
the neural network. The hidden layer is realizethgusA
neurons and tansig function. The weights are biabtagned
after training are used to compress the input &rédguired
size and is further processed using weights angebiin the
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output layer to decompress. The decompressed thefur
converted from vector to blocks of sub bands. Tiie lsand
components are grouped together and are transfousiag
inverse DWT. The transformation is done using rplgti
hierarchies and the original image is reconstructée input
image and the output image is used to compute NPSER.
The selection of network parameters and performaree
discussed in the next section.

4. RESULTSAND DISCUSSION

Training the network using the test training seid selection
of appropriate network function is carried out, Mhtmodel
is developed and is used for analysis.

Table 2 NN performance for various network funesidor Pears

Pears| MSE-Trees

Net- | Purelin-| Tansig- | Tansig- | Purelin | Logsig-
work | Purelin | Tansig Purelin | -Tansig | Logsig
[8 7.577 120.4427 1.53E-| 84.2421| 189.8105
64] 08

[16 11.1768| 58.6797| 0.7412 74.2862 1.15E+
64]

[32 20.5682| 32.5422| 29.6525 56.29p4 82.27(
64]

[40 11.0607| 25.6774| 44.8634 46.4044 70.551
64]

Table 3 NN performance for various network funcsidor Trees

Pears MSE-Pears
Net- Purelin | Tansig | Tansig | Purelin | Logsig
work - - - - -
Purelin | Tansig | Purelin | Tansig | Logsig
[8 64] 26.776| 6.23E+ 53.568 | 4.65E+| 94
02 9 02
[16 64] | 16.013| 1.76E+| 37.423 | 5.33E+ 4.53E+
1 02 02 02
[3264] | 14.623| 71.813 39.897 | 58.854| 3.18E+
6 7 02
[4064] | 15.888| 62.185 40.607 | 56.296| 1.14E+
4 2 02

Table 2 and Table 3 shows the results for Peargeniar
various network functions and hidden layer sizeanfrithe
results presented in Table 2 and Table 3 showsfonaXiN
architecture of [8 64] (8 neurons in hidden layed &4 in the
output layer), MSE is very less for Tansig-Purelifence in
this work, we propose tansig and purelin are thevoek
functions for NN architecture and are called as ritiytNN
architecture. Fig. 9 shows the MSE, PSNR and MawrEr
parameters for various input block size.

Input size vs. parameters

400

350 BN
g Zgg \ —e—Max Error
[T
E 200 T = MSE
5 150 T, PSNR
& *——_-'\_*\-\:\\!\

100 i S

50 N

0

4x4 3x3

block size

Fig. 9 Input block size and NN performance

From the results shown in fig. 9 it is found thesder input
layer size better is MSE, however if the input lesige less it
also increases the complexity of NN architecturemier of
hierarchical levels in DWT need to be increasedckein
this work we choose 8 x 8 block size, the input gmas
divided into 8 x 8 block size using DWT. Fig. 10o8fs the
results of selection of number of hidden layerse Tiput
layer consisting of 64 x 1 can be compressed to 1.6which

0%an be further compressed to 8 x 1, and further xol and
can be reconstructed to 64 x 1 at the output |aee. results

5 shown are analyzed for three images, from the tesuls
found that increasing the number of hidden layayssdnot

7 improve NN compression performance. Hence the nétwo
chosen in this work consists of input layer of 64,xhidden
layer of 4 x 1 and output layer of 64 x 1. The rmtw
functions are tansig in the hidden layer and poréali the
output layer.

16:8:4:8:16
120
4 D —
100
E 80 . —
E —e— Max Error|
60 —=— MSE
40 \'\ PSNR
20 —
o
Trees Pears Peppers
Images
16:8:4:2:4:8:16
200
§ 180 =
T 160 Ee——
£ 140
g 120 — — —e— Max Error|
o 100 —=— MSE
2 80 —~
5 2 PSNR
£
2 40 =
§ 20
o
Trees Pears Peppers
Images

Fig. 10 NN performances for various hidden layers

In this proposed architecture, the input image iist f
decomposed into multiple sub blocks using hieraadhi
DWT architecture, the decomposed image is reordanelds
processed using the NN architecture. The NN arctiite
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compresses the transformed image, appropriate tgeayid
biases are chosen for compression and decompressic
Hybrid network functions are used for NN architeeturhe
decompressed image is reconstructed using IDWT. Hg
shows the results of image compression and decasipre
using the proposed hybrid architecture model. Tingut
image is transformed into four sub bands in thst fievel
decomposition, further is decomposed to secondl lefe
hierarchy and is shown in fig. 11. The decomposesge is
rearranged into column matrix, and is shown in figj. The
compressed data using NN architecture is decorgmess
using output layer. The output obtained is furtresarranged
to sub blocks and is inverse transformed usingrsev®WT.
The output obtained is shown in figure, along witre
reconstructed image.

Fig. 12 Input image and reconstructed image

Table 4 summarizes the MSE results for variousiteages
using the hybrid architecture. The results comptre

performances of NN architecture, reference desigh the
present work. With the choice of appropriate watvéleers

(Haar, db4), choice of decomposition levels, numbér
hidden layers and network function the proposeditecture
is superior compared with all the other architessur

500 1000 1500 2000 2500 3000 3600 4000 4500

Fig. 11 Results of hybrid neural network architeetu Table 4 Comparison of proposed design with MSElt@su

Sl. | Test Image Imagé Reference Image
No. MSE MSE
(With (With
NN NN
only) and
DWT)
1 cameraman 321 301 262
2 board 1590 | 1289 958
3 cell 39 34 26
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4 circuit 24 21 14 Hybrid DWT-SPIHT
5 |Lena 201 | 190 100 Without [ With | Without | With
6 | sun 278 149 115 noise | Noise | hoise | noise
7 girl 67 51 42
8 Blue hills 38 31 22 Baboon 619.07| 687.98 868.21 1.40E+03
io s\bmtsetl'l' 55§ 2‘27 gf Testim 189.00| 262.07 213.3% 1.01E+D3
ater lilies o p p
11 | Winter 89 57 a7 Peppers 142.01 212.22 189.37 946.31
12 Drawing 260 232 170 Imagel 33.87 96.20 46.78 882.80
13 | College 180 | 126 97 PSNR
14 | Garden 163 145 87 Hybrid DWT-SPIHT
15 | My photo 320 234 197 Without | With Without | With
16 | Holi 289 256 175 noise noise | noise noise
17 | Bhagavadgeetha 98 78 65 Baboon 20211 1975  18.78 16.68
18 Ee"r']”e couple 21943 1901 80 Testim 2536 23.94  21.28 18.09
1 rishna 1 7
L
50 | Goddess 76 53 75 Peppers 26.60 24.86 24.%53 18.37
Imagel 32.83 28.29 22.1 18.67
From the results presented in table 4 for all tBeiBages Bpp = 0.5, Salt & Pepper Noise
considered proposed network achieves less MSE amtipa Mean Square Error
with the reference design. The input image is demsad - ]
using DWT and is compressed using NN architecttlis, With:u);b“\(IjVith Witl?(;ﬁ/:— ?NPILET
introduces delay and hence high speed architectares noise Noise | noise noise
required to implement for real time applications.
Baboon 640.76 859.96 721.08 1.73E+403
4.1 Noise Analysis Testim 177.60 438.96 194.90 1.44E+D3
One of the major objectives of this work is to aumal the Peppers 13974 38319 14550 1.20E+03
network performance under the influence of noisé emor. ; - ; -
Noisy image is given as input to the network, ahe t Imagel 3314 24157 46.35 1.01E+03
network performance is analyzed. Different noiserrses PSNR
such as Gaussian noise, Poisson noise and SaltpRepe Hybrid DWT-SPIHT
noise with SNR of 10 dB are added to the imagerpwo Without | With | Without | With
compression and decompression. Error analysis $® al noise noise | noise noise
carried out by introducing error in the compresdata.
Table 5 presents the MSE and PSNR results obtdared Baboon 2008 1878  19.95 15.75
four images with 0.5 bpp and 1 bpp compression.rékelts Testim 25.63 21.7( 22.82 16.55
are obtained on images of size 256 x 256. Fronrekalts Peppers 26.67 22.29 21.50 17.33
obtained the following are the observations made:
, . ; . . I 1 32.92 24.30 30.90 18.07
1.Without noise hybrid neural network architectarel linear mage

neural network architecture achieve better MSE BSHR.
With salt and pepper noise added to the image, MB&E
PSNR achieved using DWT-SPIHT technique have larg
variations as compared with hybrid and linear nieneawork
architectures.

2.Neural network technique (hybrid and linear) aehigood
MSE and PSNR even when the image is corrupted wit
noise.

Table 5 Results of noise analysis (Salt and Pepper)

Bpp = 1, Salt & Pepper Noise
Mean Square Error

Fig. 13 shows the simulation results of image casgion
and decompression outputs obtained after introduoivise
f the input image. The salt and pepper noise fiscef the
reconstruction of signal in the existing technigtiee same
salt and pepper noise introduced in the compressade is
ﬁeconstructed in the proposed technique.
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Fig. 13 Noise analysis

Test results for various noise sources have bemgrated
that the proposed network is suitable for compogsand
decompression of images over noisy channel.

5. CONCLUSION

Use of NN for image compression has superior adwgnt
however the NN18]R.D.Donyand S. Haykin. Neural network apptoes to image

compared with classical techniques,

architecture requires image to be decomposed teraev

blocks of each 8 x 8, and hence introduces blockirtidact
errors and checker box errors in the reconstruictedje. In
order to overcome the checker errors in this werg, have
used DWT for image decomposition prior to
compression using NN architecture.
proposed a hybrid architecture that combines NN \RIWT
and the input image is used to train the netwohe fietwork

architecture is used to compress and decompressrasev

image and it is proven to achieve better MSE coexbavith
reference design. The hybrid technique uses hiddger
consisting of tansig function and output layer withrelin
function to achieve better MSE. The proposed agchite is
suitable for real time application of image compies and
decompression.
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